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ABSTRACT- Feature extraction is the most important step in image classification. It helps in
extracting the feature of an image as ideal as possible. Feature extraction techniques are applied
to get the feature that will be useful in classifying and recognizing the images. Low-level feature
extractions are based on finding the points, lines, edge, etc while high level feature extraction
methods use the low level feature to provide more significant information for further processing
of Image analysis. This paper discussed about feature learning, image segmentation, edge
detection for image segmentation, learning applied image analyses and some parameters.
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1. INTRODUCTION
Segmentation is the process of partitioning a
digital image into its constituent parts or
objects or regions. These regions share
common characteristics based on color,
intensity, texture, etc. The first step in image
analysis is to segment an image based on
discontinuity detection technique (Edge-
based) or similarity detection technique
(Region-based). In discontinuity detection
technique, one approach is to partition an
image based on abrupt changes in intensity
near the edges and it is known as Edge-based
segmentation. In Similarity detection
technique, region based segmentation
partitions an image into regions that are
similar according to a set of predefined
criteria. Figure 1 represented into Region-
based segmentation looks for uniformity
within a sub-region, based on a desired
property, e.g., intensity, color, and texture.

Figure 1: Region Based Segmentation
High-resolution satellite imaging of the earth
and its environment represents an important
new technology for the creation and
maintenance of geographic information
systems databases. Geographic features such
as road networks, building footprints,
vegetation, etc. form the backbone of GIS
mapping services for military intelligence,
telecommunications, agriculture, land-use
planning, and many other vertical market
applications. Keeping geographic features
current and up-to-date, however, represents a
major bottleneck in the exploitation of high-
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resolution satellite imagery. Image
segmentation is the foundation of object
recognition and computer vision. In general,
image noise should be eliminated through
image preprocessing. And there is some
specifically given work (such as region
extraction and image marking) to do after the
main operation of image segmentation for the
sake of getting better visual effect. Two major
computer vision problems, image
segmentation and object recognition, have
been traditionally dealt with using a strict,
bottom-up ordering. Image segmentation is
the process of partitioning/subdividing a
digital image into multiple meaningful regions
or sets of pixels regions with respect to a
particular application. The segmentation is
based on measurements taken from the image
and might be grey level, colour, texture, depth
or motion. The result of image segmentation is
a set of segments that collectively cover the
entire image. All the pixels in region are
similar with respect to some characteristic or
computed property, such as color, intensity, or
texture. Adjacent regions differ with respect to
same characteristics. Edge detection is one of
the frequently used techniques in digital image
processing. Object recognition is the task of
finding a given object in an image or video
sequence. For any object in an image, there
are many 'features' which are interesting
points on the object that can be extracted to
provide a "feature" description of the object.
This description extracted from a training
image can then be used to identify the object
when attempting to locate the object in a test
image containing many other objects.
The Feature Analyst software provides users
with a powerful toolset for extracting object-
specific, geographic features from high-
resolution panchromatic and multi-spectral
imagery. The result is a tremendous cost
savings in labor and a new workflow process
for maintaining the temporal currency of
geographic data. Until recently there were two
approaches for identifying and extracting
objects of interest in remotely sensed images:
manual and task-specific automated. The

manual approach involves the use of trained
image analysts, who manually identify
features of interest using various image
analysis and digitizing tools. Features are
hand-digitized, attributed and validated during
geospatial, data-production workflows.
Although this is still the predominant
approach, it falls short of meeting government
and commercial sector needs for three key
reasons: (1) the lack of available trained
analysts; (2) the laborious, time-consuming
nature of manual feature collection; and (3)
the high-labor costs involved in manual
production methods.

2. EDGE DETECTION FOR
IMAGE SEGMENTATION
Active contours are popular technique for
image segmentation. An advantage of active
contours as image segmentation methods is
that they partition an image into sub-regions
with continuous boundaries. There are two
kinds of active contour models: Edge-based
active contours use an edge detector, usually
based on the image gradient, to find the
boundaries of sub-regions and to attract the
contours to the detected boundaries. Region-
based active contours use the statistical
information of image intensity within each
subset instead of searching geometrical
boundaries. The difference between
Region-based segmentation and edge-based
segmentation is shown in Table 1.

Region-based
segmentation

Edge based
segmentation

Closed boundaries Boundaries formed not
necessarily closed

Multi-spectral
images improve
segmentation

No significant
improvement for
multi-spectral images

Computation based
on similarity

Computation based on
difference

Table 1: Differences between Region-based
segmentation and edge-based segmentation
An Edge in an image is a significant local
change in the image intensity, usually
associated with a discontinuity in either the
image intensity or the first derivative of the
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image intensity. The three steps in Edge
detection process is a) Filtering b)
Enhancement and c) Detection.

3. LEARNING APPLIED TO
IMAGE ANALYSIS
An inductive learner is a system that learns
from a set of labeled examples. A teacher
provides the output for each example, and the
set of labeled examples given to a learner is
called a training set. The task of inductive
learning is to generate from the training set a
concept description that correctly predicts the
output of all future examples, not just those
from the training set. Many inductive-learning
algorithms have been previously studied.
These algorithms differ both in their concept-
representation language, and in their method
(or bias) of constructing a concept within this
language. These differences are important
because they determine the concepts that a
classifier induces. Nearly all modern vision
systems rely on hand-crafted determinations
of which operators work best for an image and
what parameter settings work best for those
operators. Such operators not only vary across
the desired object to be recognized, but also
across resolutions of the same image.
Learning in object recognition tasks works by
(a) acquiring task-specific knowledge by
watching a user perform the tasks and (b) then
refining the existing knowledge based on
feedback provided by the user. In this
approach, the parameters for these objects are
tuned by the learning algorithm “on-the-fly”
during the deployment of the algorithm. It is
not surprising, therefore, that visual learning
can greatly increase the accuracy of a visual
system. In addition to increasing overall
accuracy, visual learning can yield object-
recognition systems that are much easier and
faster to develop for a particular problem and
resolution. A model can be trained for one
task, and then used to “seed” the development
of a similar problem. This supports the
immediate deployment of a new problem with
the ability to fine-tune and improve itself
though experience. By having a learning

system at the core of the object recognition
task, one can easily transfer pertinent
knowledge from one problem to another, even
though that knowledge may be far from
perfect. This approach overcomes prior
research on visual learning that primarily
consisted of hard-coded, problem-specific
programs. Feature Analyst is based on an
inductive learning approach to object
recognition and feature extraction. Feature
Analyst was developed as a plug-in toolset for
established GIS and remote sensing software
packages in order to integrate the AFE
workflow into traditional map production
environments. In the Feature Analyst system,
the image analyst creates feature extraction
models by simply classifying on the computer
screen the objects of interest in a small subset
of the image or images. This approach
leverages the natural ability of humans to
recognize complex objects in an image. Users
with little computational knowledge can
effectively create object-oriented models for
the tasks under consideration. In addition,
users can focus on different features of
interest, with the system dynamically learning
these features. Feature Analyst provides a
paradigm shift and distinguishes itself from
other learning and AFE approaches in that it:
(a) incorporates advanced machine learning
techniques to provide unparalleled levels of
accuracy, (b) utilizes spectral, spatial,
temporal, and ancillary information to model
the feature extraction process, (c) provides the
ability to remove clutter, (d) provides an
exceedingly simple interface for feature
extraction, (e) automatically generates scripts
of each interactive learning process, which can
be applied to a large set of images, and (f)
provides a set of clean-up and attribution tools
to provide end-to-end workflows for
geospatial data production.

4. PARAMETER
PERFORMANCES USING IMAGE
SEGMENTATION

The results are analyzed and evaluated
in terms of (i) Accuracy, (ii) Specificity, (iii)
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Sensitivity, (iv) Precision & Recall. The
accuracy, sensitivity and specificity of the
classifier is measured. The accuracy
represents the efficiency of the process. The
sensitivity shows how the algorithm gives
correct classification. The specificity shows
how the algorithm rejects the wrongly
classification.

4.1 Accuracy
Accuracy of a classifier is termed as the
competence of correctness in classifier. A
quantity of a classification technique emulates
the equivalent number of times that the model
is correct when it is applied to data. It is also
mentioned as the ratio of true correct
assessment and all assessment.= ++ + +=
4.2 Specificity
Specificity of a classifier describes the the
ratio of respective true negative and the sum
of corresponding true negative and false
positive. It is otherwise termed as true
negative rate.

Specificity %=
4.3. Sensitivity
Sensitivity is defined as the ratio of the true
positive and the number of true positive and
the false negative.it is also called as true
positive rate.

Sensitivity %=
4.4. Precision and Recall
Precision is explained as the ratio of true
positive and the sum of true positive and false
positive it is called as true positive rate. Recall
is described as the ratio of true positive and
sum of true positive and false negative rate.

Precision and Recall Calculation

P =

CONCLUSION
This paper shows that when feature

extraction technique are applied for the image
analysis region based shape feature are more
robust as these methods extract all the shape
information. Feature Analyst provides a
comprehensive machine learning based
system for assisted and automated feature
extraction using earth imagery in commercial
GIS, image processing and software.
Analyzed and evaluated segmentation in terms
of Accuracy, Classification rate, Time and
memory consumption, Precision recall, trust
under dimension and over-all trust score
evaluation.
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